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ABSTRACT

Age-related macular degeneration (AMD) is a common ophthalmic disease, mainly occurring in the
elderly. After the occurrence of pigment epithelial detachment (PED), neuroepithelial detachment and
subretinal fluid (SRF) are further caused, and patients need follow-up treatment. Quantitative analysis of
these two symptoms is very important for clinical diagnosis. Therefore, we propose a new joint segmentation
network to accurately segment PED and SRF in this paper. Our main contributions are: (1) a new multi-scale
information selection module is proposed. (2) based on the U-shape network, a novel decoder branch is
proposed to obtain boundary information, which is critical to segmentation. The experimental results show
that our method achieves 72.97% for the average dice (DSC), 79.92% for the average recall, and 67.11% for
the average intersection over union (IOU).

KEYWORDS: AMD, PED&SRF, Neural Networks, Multi-scale, Boundary information, OCT, Segment
ation.

1. INTRODUCTION

Age related macular degeneration is a very common ophthalmic disease, mostly in the elderly, and its
occurrence is related to some environmental and genetic factors. The disease often occurs when the fluid in
retinal capillaries leaks into the retina and accumulates in the retina. Once retinal neuroepithelial detachment
leads to pigment epithelial detachment (PED) and subretinal fluid (SRF), treatment is needed.

In recent years, many related works have been proposed for AMD fluid segmentation. For example, Roy
et al. proposed RelayNetl!l to segment retinal layer and fluid simultaneously on normal and abnormal OCT
images, which takes the accurate segmentation of retinal layer as a priori knowledge to realize the accurate
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segmentation of fluid. In addition, in the RETOUCH challenge of MICCAI2017, the RMIT[2! team has
achieved good performance based on modified UNet by introducing the adversarial network. However, when
carefully observing the characteristics of PED and SRF, we found that the boundary of these two fluids is not
clear, and the size is relatively variable, as shown in Figure 1. Therefore, the above methods cannot solve
these problems in essence. To alleviate the above problems, we design a branch of boundary detection and a
multi-scale information selection (MSIS) module based on the U-shape network to achieve the accurate join
segmentation of PED and SRF.

Figure 1. Four OCT images with PED and SRF
2. METHODS
2.1 Network structure

Inspired by reverse attention (RA)!*) shown in Figure 2, we design a novel boundary decoder branch to
preserve the edge information as much as possible. On the one hand, we integrate the boundary information
generated by the difference between the high-level features and the low-level features into a separate branch
to generate the image boundaries, and realize the boundary supervision. On the other hand, we converge the
boundary information into the main branches of segmentation to realize the fusion of boundary information.
In addition, inspired by SKNet!*! and to preserve the multi-scale information of SRF and PED, we develop
multi-scale information selection (MSIS) module to extract multi-scale information, which can focus on
different multi-scale information and ensure the fusion of different scale information on each channel. Finally,
the improved multi-scale semantic information is obtained by fusing the multi-scale spatial feature maps
generated by a common concatenation operator. The proposed MSIS module and the overall architecture of
our network are shown in Figure 3 and Figure 4 respectively, where the middle branch is the branch that
generates the boundary information.
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Figure 2. Reverse Attention (RA)
2.2 Training and testing

We train the model with back-propagation algorithm by minimizing the cross-entropy cost function and
dice loss function. Adam is used as the optimizer, where initial learning rate is set to 0.0001. The batch size
and epoch are set to 8 and 200, respectively. During training, all networks are trained with identical

optimization schemes and we save the best model on validation set.
3. RESULTS
3.1 Preprocessing

the OCT B-scans were acquired using BV1000 from the BigVisionTech, Suzhou, China, which were
labeled by two professional annotators within the company. All the annotation work was conducted by the
two annotators independently, and only the data with relatively consistent results were used to evaluate the
proposed method. After labeling, a total of 638 OCT B-scans (638%1024x512) from 219 human eyes were
obtained, where we used 439 of them as the training set, 89 as the validation set, and 110 as the testing set. To
save computational resources, all OCT images are resized to 512%256 by bilinear interpolation. In addition, to
overcome the overfitting problem, we perform a series of data enhancement operations such as random

rotation, Gaussian additive noise, and contrast enhancement.

3.2 Parameter settings
The implementation of the proposed network is based on the public platform PyTorch and a NVIDIA
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RTX3090 GPU with 24GB memory. The model is trained with back-propagation algorithm by minimizing
the joint loss function , which is an combination of the cross-entropy loss and Dice loss . The
overall loss function is defined as follow:

= + (1)

where,

= -, log 2)

=1-= =7 3)

where the is a symbolic function indicating that the value of channel c is 1 if it is the i-th pixel, otherwise
it is 0. is the output of the model prediction, which is normalized by softmax. N represents the total
number of pixels in the output feature map. represents the taregt pixel value of a particular lesion at the
i-th location on that channel, and  represents the predicted value of the model.

3.3 Results

To verify the effectiveness of our method, we compare the proposed network with other excellent CNN
based segmentation networks, such as PSPNet!®), DeepLabv3[®), and CE-Net!”). For convenience, we call the
original UNet!® as Backbone. Table 1 shows the quantitative results of different methods.

As shown in Table 1, compared to Backbone, the proposed method improves the average DSC, Recall, and
IOU by 5.94%, 2.94%, and 5.90%, respectively. Then, compared to other state-of-the-art segmentation
networks, the performance of our method also gets an overall improvement in terms of all metrics. For
example, compared with the network with suboptimal segmentation performance (DeepLabv3), the proposed
method improves the segmentation performance of PED and SRF, and achieves 72.97% for the average DSC,
79.92% for the average Recall, and 67.11% for the averaged IOU.

In addition, to evaluate the effectiveness of the proposed MSIS module and the addition of boundary
information extraction branch (BEB), a series of ablation studies are conducted. As shown in Table 1,
compared to Backbone, Backbone with MSIS module (Backbone+MSIS) improves the main segmentation
metrics DSC and IOU. Table 1 also shows the effectiveness of the addition of boundary information
extraction branch. Compared to Backbone, Backbone with boundary information extraction branch
(Backbone+BEB) improves the average DSC, Recall and IOU by 3.38%, 2.40% and 4.21%, respectively.

Proc. of SPIE Vol. 12464 124643U-4

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 13 Apr 2023
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



input

I e ....................................... .
ling
 a ey

ling

f‘ (@ ‘ J output
X

——

R

@) : concat @) : sigmoid — I conv

Figure 3. Multi-scale Information Selection Module (MSIS)

encode

J—— ——
p E——

#

- ' -
rd - ts
;’ I' I’
s 7 & 7 \
H —— i
| :
i " e 1
5 C+ 9/\‘[ S, i
[ i
i — d !
{ ecode |
© concat = : CONV3E #2  mp Downsampling m—p-: Upsampling “ 1 conv3x3 *2
+conv3x3 *2 +eonviXl

Figure 4. The whole architecture of our network.
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Table 1 Segmentation Results

DSC (%) Recall (%) 10U (%)

Method SRF PED Ave SRF PED Ave SRF PED Ave
CE-Net [7] 67.84 | 67.77 | 67.80 | 6853 | 7143 | 69.98 | 6340 | 6196 | 62.68
DeepLabv3[6] 6924 | 6736 | 6830 | 7177 | 7270 | 7223 | 6337 | 6147 | 62.42
PSPNet [5] 6582 | 58.69 | 6226 | 70.66 | 6330 | 6698 | 60.81 | 5387 | 57.34
Backbone 7143 | 6633 | 68.88 | 7346 | 81.82 | 77.64 | 6682 | 5992 | 63.37
Backbone+MSIS 7435 | 6770 | 71.03 | 7928 | 6898 | 7413 | 6827 | 63.00 | 65.63
Backbone+BEB 73.66 | 6876 | 7121 | 7652 | 7529 | 7591 | 68.50 | 63.58 | 66.04
proposed 7579 | 70.16 | 7297 | 79.11 | 8073 | 7992 | 7045 | 6376 | 67.11

It is worth noting that we also show some segmentation results for qualitative analysis as shown in
Figure 5. It can be observed from Figure 5 that compared with other segmentation networks, our network
obtains the best results in preserving the boundary information and the segmentation of images with
simultaneous appearance of large and small targets.

Original GT CE-Net Unet deeplabv3 PSPNet proposed

Figure 5. The segmentation results of different methods, where the green area and the red area indicate SRF
and PED, respectively.
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4. CONCLUSIONS

In this paper, we proposed the MSIS module and BEB to improve the UNet and achieve accurate PDE
and SRF segmentation. On the one hand, the introduction of MSIS module in UNet for multi-scale filtering of
features can ensure the maximum retention of features when the size of segmented objects changes unevenly.
One the other hand, when PED and SRF frequently have uneven and unsmooth boundaries, the proposed BEB
can help the network better learn additional boundary features, and integrate them into the final segmentation
to achieve performance improvement.. The preliminary results demonstrate the effectiveness of the proposed
method.
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